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Abstract

We synthesize African paleoclimate from 150 to 30 ka (thousand years ago) using 85 diverse datasets at a regional scale, testing for coherence with North Atlantic glacial/interglacial phases and northern and southern hemisphere insolation cycles. Two major determinants of circum-African climate variability over this time period are supported by principal components analysis: North Atlantic sea surface temperature (SST) variations and local insolation maxima. North Atlantic SSTs correlated with the variability found in most circum-African SST records, whereas the variability of the majority of terrestrial temperature and precipitation records is explained by local insolation maxima, particularly at times when solar radiation was intense and highly variable (e.g., 150–75 ka). We demonstrate that climates varied with latitude, such that periods of relatively increased aridity or humidity were asynchronous across the northern, eastern, tropical and southern portions of Africa. Comparisons of the archaeological, fossil, or genetic records with generalized patterns of environmental change based solely on northern hemisphere glacial/interglacial cycles are therefore imprecise.

We compare our refined climatic framework to a database of 64 radiometrically-dated paleoanthropological sites to test hypotheses of demographic response to climatic change among African hominin populations during the 150–30 ka interval. We argue that at a continental scale, population and climate changes were asynchronous and likely occurred under different regimes of climate forcing, creating alternating opportunities for migration into adjacent regions. Our results suggest little relation between large scale demographic and climate change in southern Africa during this time span, but strongly support the hypothesis of hominin occupation of the Sahara during discrete humid intervals w135 e115 ka and w105 e75 ka. Hominin populations in equatorial and eastern Africa may have been buffered from the extremes of climate change by locally steep altitudinal and rainfall gradients and the complex and variable effects of increased aridity on human habitat suitability in the tropics. Our data are consistent with hominin migrations out of Africa through varying exit points from w140 e80 ka.

Introduction

Fossil and genetic data are consistent with an African origin of Homo sapiens by 195,000 years ago (ka) (Ingman et al., 2000; Clark et al., 2003; White et al., 2003; McDougall et al., 2005; Gonder et al., 2007). Numerous studies have emphasized the diversity in morphology, life history, and genetic signatures likely present among populations of Middle and Late Pleistocene hominins, some of which dispersed from Africa in the Late Pleistocene, replacing existing hominin populations in parts of Eurasia and eventually colonizing Australia and North and South America. The variability among the source populations within Africa is compounded by local demographic changes and range expansions or contractions, as well as the persistence of ancestral or sister taxa (Lahr and Foley, 1998; Howell, 1999; Excoffier, 2002; Forster, 2004; Harding and McVean, 2004; Eswaran et al., 2005; Prugnolle et al., 2005; Trinkaus, 2005; Garrigan and Hammer, 2006; Garrigan et al., 2007; Smith et al., 2007; Bräuer, 2008; Pearson, 2008; Crevecoeur et al., 2009; Gunz et al., 2009; Hammer et al., 2011; Harvati et al., 2012).
Paleoenvironmental history and variability during the Middle and Late Pleistocene may have played a crucial role in shaping the biological diversity, distribution and behavior of *H. sapiens* populations during this period. Environmental change is a causal mechanism for the dispersal and isolation of animal populations, and the accumulation of variation through drift resulting from geographic isolation (allopatry) is a central cause of biological divergence and speciation (e.g., Barrandough and Nee, 2001; Mayr, 2001). Human behavioral change occurs as a result of a range of causal factors and we do not advocate strict environmental determinism. However, recent and ancient human forager subsistence, technology, land use, and some social behaviors show clear relationships with environment (Kelly, 1995; Binford, 2001; Kuhn and Stiner, 2001; Marlowe, 2005), and archaeological changes at some Middle Stone Age (MSA) sites have been interpreted as behavioral responses to variation in resource structure and availability as a result of varying degrees of temporal (Ambrose and Lewis, 1990; Marean et al., 2007; McCall, 2007). Our objective here is to synthesize available African Middle and Late Pleistocene paleoclimatic and paleoanthropological records relevant to early populations of *H. sapiens*. Although a number of studies have focused on providing the environmental context for subsequent hominin dispersals out of Africa (cf. Carto et al., 2009; Osbourne et al., 2008; Vaks et al., 2007; but see; Basell, 2008; Cowling et al., 2008; Drake et al., 2008), recent genetic evidence has also indicated the importance of Pleistocene population dispersal within Africa and its importance in shaping modern human genetic diversity (e.g., Reed and Tishkoff, 2006; Behar et al., 2008; Tishkoff et al., 2009; Verdu et al., 2009; see also Hammer et al., 2011). Our goal therefore is to explore climatic variability within Africa during this time period to better understand both the context of intra-African hominin population dispersal and conditions relevant to out-of-Africa scenarios.

We emphasize the importance of considering different temporal and spatial frameworks for interpreting the role of climate change in human evolution, and these can be conceived of as occupying a continuum from macro-scale to micro-scale approaches. Macro-scale approaches include those that examine continental scale changes across long time intervals (e.g., Potts, 1998; deMenocal, 2004) or use coarse temporal frameworks such as the Marine Isotope Stage boundaries and glacial/interglacial variation (e.g., Lahr and Foley, 1998; Marean and Assefa, 2005; Basell, 2008; Crowley and Hyde, 2008). At the other end of the continuum are micro-scale approaches that seek to understand the response of small populations to environmental change over relatively short periods recorded at a single archaeological site or depositional basin (e.g., Potts et al., 1999). We are not suggesting that either macro-scale or micro-scale approaches are ‘better’, but rather that the scale of the available data should match the scale of the questions being asked.

Following other recent efforts (e.g., Fisher et al., 2010; Marean et al., 2010; Drake et al., 2011), we employ what might be termed a ‘meso-scale’ approach in the examination of sub-continental variation in paleoclimate and the human fossil and archaeological records. To do so, we synthesize paleoclimate data from diverse datasets of varying degrees of temporal and spatial resolution, divided into three broad categories: (1) cores from offshore marine sites, whose age models are largely constrained by the global oxygen isotope time scale. These provide relatively continuous data sampled over a large area, and provide key data on sea surface temperatures and ocean circulation patterns, changes in terrestrial vegetation patterns and relative aridity; (2) cores from a number of African lakes, particularly Lake Malawi and Lake Tanganyika. As well as the impact crater lakes Tswaing and Bosumtwi, which provide relatively continuous records of watershed and regional environmental change; (3) a number of other terrestrial sedimentary archives, including caves, rockshelters, and open-air archaeological sites that provide temporally discontinuous, often highly local records of climatic and environmental change. We compare these climatic and environmental data to a database of published, radiometrically dated hominin fossil- or artifact-bearing deposits to test whether these changes are coincident with demographic changes in Pleistocene African hominin populations.

We focus on the 150–30 ka time interval for theoretical and practical reasons. This time period is important as it includes much of the early history of *H. sapiens*, and from an archaeological perspective, includes the shift from MSA to Later Stone Age (LSA) technologies, an important change that may signal changes in human cognition or demography (cf. Klein, 2009; Powell et al., 2009). Pragmatically, 150 ka marks the beginning of the time interval for which statistically significant numbers of detailed, well-constrained shifts are available from both the oceanic sites surrounding Africa and for a number of the key lake records such as Lake Malawi. In addition, the paleoclimate records for the past 30 kyr (thousand years) in Africa have long been a focus of earlier reviews (e.g., Street and Grove, 1979; Nicholson and Flohn, 1980). Because we are aggregating datasets of varying degrees of temporal resolution, often particularly poor for the archaeological record, we examine paleoclimate change using 5 kyr intervals and paleoanthropological change using estimated 10 kyr intervals, as detailed below.

**Research questions and hypotheses**

We synthesize African paleoclimate and paleoanthropological data from 150 to 30 ka, and use these data to test a number of hypotheses.

**Pleistocene tropical African precipitation history is coincident with glacial/interglacial history**

Many important recent works have used the Marine Isotope Stage (MIS) boundaries as a framework to explore the relation between Pleistocene African environmental change and human evolution (Lahr and Foley, 1998; Marean and Assefa, 2005; Barham and Mitchell, 2008; Basell, 2008). Such an approach has the potential to provide a common global temporal and environmental framework for exploring variation in Africa and elsewhere, but its utility would be severely compromised if African climates do not vary in phase with recognized MIS boundaries. We therefore test the extent to which changes in African paleoclimates are coincident with changes predicted by MIS boundaries derived from North Atlantic and North Pole data.

**Pleistocene African climate change is coincident with Northern and Southern Hemisphere insolation cycles on a continent-wide basis**

A number of recent studies (e.g., deMenocal and Rind, 1993; Kingston, 2007; Trauth et al., 2009) have emphasized the importance of monsoon intensity driven by precession-modulated insolation for tropical African climates. This hypothesis predicts that climatic change follows ~19–23 kyr cycles rather than the temporally variable MIS boundaries, and that the impact of this cyclicity is strongly expressed across Africa. We test the extent to
which changes in African paleoclimate are coincident with changes predicted by Northern and Southern Hemisphere insolation cycles.

Pleistocene tropical African precipitation history is the result of the complex interaction of a number of factors, including atmospheric dynamics

Neither MIS boundaries nor precessional cycles likely account for all elements of climate change in Africa (deMenocal et al., 1993; deMenocal and Rind, 1993), and we thus explore other possible mechanisms including the paleo-position of the Westerlies and the Intertropical Convergence Zone (ITCZ). If the location of the Westerlies is a major driver of African climate, then the paleo-humidity records of North and South Africa should co-vary through time. Changes in the average ITCZ position over extended time periods may explain long-term moisture variation between ~20°N and 15°S (Tropical and/or East Africa) over the 150–30 ka time interval.

Climate change is asynchronous across Africa

Africa is large, spanning more than 70° of latitude. Given its size, it is perhaps unsurprising that a number of recent studies suggest that periods of climate change may be out of phase among different regions of Africa (e.g., Cohen et al., 2007; Scholz et al., 2007). We test this hypothesis by comparing climate change in Africa among four latitudinally-defined regions (North Africa and the Levant, East Africa, tropical Africa, southern Africa). This spatial component is often overlooked or insufficiently stressed in studies combining archaeological and environmental datasets.

Changes in climate impacted the distribution of Pleistocene African hominin populations

Genetic and fossil data suggest demographic changes among Pleistocene African populations of *H. sapiens*, including fluctuations in size and increases in ancient lineage diversity that may be linked to environmental change (Lahr and Foley, 1998; Excoffier, 2002; Ambrose, 2003; Prugnolle et al., 2005; Mellars, 2006; Basell, 2008; Behar et al., 2008; Carto et al., 2009; Crevecoeur et al., 2009; Gunz et al., 2009; Tishkoff et al., 2009; Marean, 2010). We use the frequency of paleoanthropological sites from across Africa as a crude proxy for changes in relative hominin population size for a given time interval. We expect that climate change and its more local impacts on floral and faunal communities will affect the nature, distribution, and abundance of human forager societies. However, environmental change, particularly increased aridity, likely had different effects on each of our four latitudinally-defined geographic regions. For example, drier intervals in tropical Africa may have made more areas accessible to hominin foragers through the fragmentation of dense forests and consequent creation of new or wider ecotones (e.g., Ambrose, 2001; Cornelissen, 2002). In contrast, some increase in aridity in parts of eastern Africa and the southern African interior could have promoted the expansion of grasslands, where much of the edible biomass is distributed among dispersed migratory game herds, potentially causing hominin foragers to experience resource stress, population dispersal or decline (see discussion in Marean, 1997). Marginal areas, such as deserts, may have been abandoned during periods of heightened aridity. Coastal zones may have been the least affected by increased aridity, although shallow gradient coastal margins would have shifted dramatically with lowered sea levels, exposing new coastal environments (Marean, 2010). We can predict relative increases and decreases in population density and site visibility from each of these outcomes. Specifically:

(a) The southern African interior (and possibly the coast) was largely depopulated during arid intervals, particularly during the last 60 kyr, as a result of environmental degradation and shoreline shifts. This hypothesis has been most clearly articulated in the work of Deacon and Thackeray (1984), Butzer (1988), and Klein (2009).

(b) Hominin populations in the equatorial portions of the continent show relatively muted responses to climate change. This hypothesis is consistent with Ambrose (1998), Marean and Assefa (2005), and Basell (2008). They suggest that hominin populations in East Africa and, to a lesser extent, tropical Africa may have been buffered from some of the extremes of climate change seen elsewhere as a result of locally steep altitudinal and rainfall gradients. As such, we predict muted demographic responses to environmental change compared with other regions. This hypothesis is also consistent with ecological studies indicating greater endemism among all vertebrate species in more tropical regions with high topographic relief (e.g., Sandel et al., 2011).

(c) The nature and expanse of the Sahara strongly influenced the population history of northern Africa, with occupation of much of the interior of this region limited to periods of increased humidity when the ‘green Sahara’ was characterized by savanna and lake environments. As a corollary, ‘out of Africa’ hominin dispersals are similarly constrained to these humid intervals. The impact of environmental change in the Sahara region on local human populations is an idea with a significant intellectual pedigree, but most recently synthesized by Osborne et al. (2008) and Drake et al. (2011).

Methods

To test these hypotheses, we constructed a database from the published literature, synthesizing all relevant dated climatic and paleoanthropological data. The geographic locations of these datasets are shown in Figs. 1 and 2, with data synthesized in Tables 1 and 2. Note that throughout the paper, paleoclimate data archives are referenced by the numbers presented in Table 1.

Paleoclimate data collection

We collected and examined quantitative and semi-quantitative records of African paleoclimate for the 150–30 ka interval from the published literature from sites across the African continent and the surrounding regions of the Mediterranean, Near East and the adjacent ocean basins. The chosen terrestrial records are radiometrically dated, whereas the marine records are primarily dated through correlation with the marine oxygen isotope record. Data were compiled from published, tabulated information, or, when necessary, digitized from published graphs using Digitizelt® (www.digitizelt.de). Changes in temperature and moisture availability are the primary indices of terrestrial paleoclimate variation, and we employ a number of different proxy measures of these variables in our analyses. These paleoclimate records from marine, nearshore, and terrestrial settings are summarized in Table 3, with syntheses relying strongly on sea surface temperatures (SSTs) for the marine records, and intervals of ‘wet’, ‘dry’, ‘hot’, or ‘cold’ relative to the average for a particular site.

African regions

As shown in Fig. 1, Africa and its surrounding area are divided into regions for comparisons among the marine and terrestrial data. Marine data archives are classified into one of four regions based on their geographic location: northern African, Mediterranean, southern Atlantic, Indian Ocean, and Southern Ocean (Fig. 1a). The
terrestrial data were grouped into regions that show persistent climatic similarities through time, and that are distinct from bounding areas. Regions are divided as follows: North Africa and Levant, East Africa, tropical Africa, southern Africa (Fig. 1b). The North Africa region includes those areas north of \( w_{15}/C14 \) N, East Africa extends northeast from the Eastern Rift Valley towards the Horn of Africa between the North Africa and tropical regions, the tropical region extends southward from \( w_{15}/C14 \) N in western Africa and \( w_{19}/C14 \) S in eastern Africa, with the southern boundary at \( w_{19}/C14 \) S latitude, and southern Africa including areas south of \( w_{19}/C14 \) S. The exact placement of the northern and southern boundaries for 'tropical Africa' is primarily defined by the location of sites displaying a 'megadrought' signal between 90 and 135 ka (see Scholz et al., 2007). The same terrestrial regions were used to analyze the paleoanthropological data and the data from marine cores housing paleoclimate archives of continental origin, such as wind-borne pollen records.

Paleoclimate data analysis: regional analyses of temporal trends

Climate histories for the marine SSTs and continental data were summarized based on all data, including discrete and discontinuous datasets. We visually inspected the bivariate plots comparing changes in paleoclimate records and time, to assess the synchrony of aridity/humidity among the different regions of the continent with temperature in local and distant oceanic regions. The relation and timing of changes related to orbital forcing of subtropical summer insolation and high latitude variability and global glacial/interglacial phases was determined using principal components analysis (PCA) using R (http://www.r-project.org/).

Data used in the PCA were taken from each 'usable' dataset every 5 kyr over the period of the analysis, using multiple temperature and precipitation proxies from numerous locations. 'Usable datasets' did not include low-resolution datasets with binary-type information, and had to cover the entire time interval to be included in the analysis. These data were then transformed to satisfy the analytical assumptions of PCA. Specifically, data were normalized to a maximum value of one so that no large value was given more weight than others; rather the polarity of the trends (positive or negative) was highlighted. This normalization also eliminated the potential discrepancies associated with the differing units used in...
### Table 1
Climate sites used in the synthesis. Those used for the PCA have S, T, or P under the heading “STP?” to designate the type of record: sea surface temperature (S), terrestrial temperature (T), or terrestrial precipitation (P).

<table>
<thead>
<tr>
<th>Labels</th>
<th>Authors</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Region</th>
<th>Terr</th>
<th>SST</th>
<th>STP?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>Bard et al., 1997</td>
<td>3.18</td>
<td>50.43</td>
<td>Indian</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>1b</td>
<td>Bard et al., 1997</td>
<td>0.02</td>
<td>46.03</td>
<td>Indian</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>2a</td>
<td>Barker et al., 2003</td>
<td>9.15</td>
<td>33.75</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>3a</td>
<td>Bar-Matthews et al., 2003</td>
<td>32.68</td>
<td>35.18</td>
<td>North</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>3b</td>
<td>Bar-Matthews et al., 2003</td>
<td>31.50</td>
<td>35.00</td>
<td>North</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>4a</td>
<td>Bar-Matthews et al., 2010</td>
<td>34.21</td>
<td>22.09</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5a</td>
<td>Bateman et al., 2003</td>
<td>27.00</td>
<td>22.00</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6a</td>
<td>Brathauer and Aebi, 1999</td>
<td>40.01</td>
<td>12.70</td>
<td>South</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>7a</td>
<td>Brook et al., 1996</td>
<td>19.00</td>
<td>18.00</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8a</td>
<td>Burrough et al., 2007</td>
<td>20.00</td>
<td>22.50</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8b</td>
<td>Burrough et al., 2007</td>
<td>20.02</td>
<td>21.35</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9a</td>
<td>Burrough et al., 2009</td>
<td>19.99</td>
<td>25.21</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10a</td>
<td>Causse et al., 2003</td>
<td>33.00</td>
<td>9.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11a</td>
<td>Crombie et al., 1997</td>
<td>24.00</td>
<td>32.30</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11b</td>
<td>Duport and Weinelt, 1996</td>
<td>4.80</td>
<td>3.40</td>
<td>Tropical</td>
<td>Terr</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>12a</td>
<td>Duport and Weinelt, 1996</td>
<td>11.75</td>
<td>11.70</td>
<td>Tropical</td>
<td>Terr</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>13c</td>
<td>Duport and Weinelt, 1996</td>
<td>27.00</td>
<td>26.00</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13b</td>
<td>Duport and Weinelt, 1996</td>
<td>20.00</td>
<td>10.30</td>
<td>Tropical</td>
<td>Terr</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>13a</td>
<td>Duport and Weinelt, 1996</td>
<td>28.00</td>
<td>5.10</td>
<td>Tropical</td>
<td>Terr</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>13a</td>
<td>Duport and Weinelt, 1996</td>
<td>33.00</td>
<td>11.40</td>
<td>Tropical</td>
<td>Terr</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>14a</td>
<td>Emeis et al., 2003</td>
<td>38.99</td>
<td>4.02</td>
<td>North</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>14b</td>
<td>Emeis et al., 2003</td>
<td>34.81</td>
<td>23.19</td>
<td>North</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>15a</td>
<td>Fontes and Gasse, 1991</td>
<td>26.00</td>
<td>7.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16a</td>
<td>Gavet et al., 1981</td>
<td>26.00</td>
<td>7.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17a</td>
<td>Hillaire-Marcel et al., 1986</td>
<td>2.00</td>
<td>36.00</td>
<td>East</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18a</td>
<td>Hodell et al., 2003</td>
<td>42.92</td>
<td>8.90</td>
<td>South</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>19a</td>
<td>Holmgren et al., 1995</td>
<td>23.70</td>
<td>26.00</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20a</td>
<td>Holzkamper et al., 2009</td>
<td>24.10</td>
<td>29.88</td>
<td>South</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21a</td>
<td>Hooghiemstra et al., 1992</td>
<td>29.05</td>
<td>12.10</td>
<td>North</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>21b</td>
<td>Hooghiemstra et al., 1992</td>
<td>30.00</td>
<td>10.65</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21a</td>
<td>Hooghiemstra et al., 1992</td>
<td>34.90</td>
<td>7.80</td>
<td>North</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>22a</td>
<td>Laskar et al., 2004</td>
<td>15.00</td>
<td>N/A</td>
<td>Insol</td>
<td>INSOL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22b</td>
<td>Laskar et al., 2004</td>
<td>15.00</td>
<td>N/A</td>
<td>Insol</td>
<td>INSOL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23a</td>
<td>Lenssen and Sirocko, 2000</td>
<td>17.50</td>
<td>61.50</td>
<td>Indian</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>24a</td>
<td>Lezzine and Casanova, 1991</td>
<td>20.00</td>
<td>2.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24b</td>
<td>Lezzine and Casanova, 1991</td>
<td>22.00</td>
<td>30.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24a</td>
<td>Lezzine and Casanova, 1991</td>
<td>24.00</td>
<td>2.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24d</td>
<td>Lezzine and Casanova, 1991</td>
<td>24.00</td>
<td>12.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24c</td>
<td>Lezzine and Casanova, 1991</td>
<td>37.00</td>
<td>9.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25a</td>
<td>McGlue et al., 2008</td>
<td>6.70</td>
<td>29.80</td>
<td>Tropical</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26a</td>
<td>McKenzie, 1993</td>
<td>23.00</td>
<td>29.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27a</td>
<td>Moernaut et al., 2010</td>
<td>3.30</td>
<td>37.70</td>
<td>Tropical</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28a</td>
<td>Moeyersons et al., 2002</td>
<td>26.25</td>
<td>33.98</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29a</td>
<td>Morel et al., 1991</td>
<td>20.00</td>
<td>12.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30a</td>
<td>Nurnberg and Groeneveld, 2006</td>
<td>43.96</td>
<td>49.93</td>
<td>South</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>31a</td>
<td>Osmond and Dabous, 2004</td>
<td>27.00</td>
<td>32.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32a</td>
<td>Partridge, 1999, tuned</td>
<td>25.60</td>
<td>28.08</td>
<td>South</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>32b</td>
<td>Partridge, 1999, untuned</td>
<td>25.60</td>
<td>28.08</td>
<td>South</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>33a</td>
<td>Pichevin et al., 2005</td>
<td>29.01</td>
<td>12.13</td>
<td>Tropical</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>34c</td>
<td>Pokras and Mix, 1985</td>
<td>2.28</td>
<td>5.18</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>34b</td>
<td>Pokras and Mix, 1985</td>
<td>2.00</td>
<td>23.15</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>34c</td>
<td>Pokras and Mix, 1985</td>
<td>3.05</td>
<td>11.82</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>34a</td>
<td>Pokras and Mix, 1985</td>
<td>18.26</td>
<td>21.10</td>
<td>North</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>35a</td>
<td>Raymo et al., 2004</td>
<td>55.00</td>
<td>15.00</td>
<td>North</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>36a</td>
<td>Rossignol-Strick, 1985</td>
<td>33.42</td>
<td>25.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37a</td>
<td>Rostek et al., 1997</td>
<td>5.07</td>
<td>73.88</td>
<td>Indian</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>37b</td>
<td>Rostek et al., 1997</td>
<td>13.70</td>
<td>53.25</td>
<td>Indian</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>38c</td>
<td>Schneider et al., 1995</td>
<td>6.58</td>
<td>10.92</td>
<td>Tropical</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>38b</td>
<td>Schneider et al., 1995</td>
<td>3.60</td>
<td>1.40</td>
<td>Tropical</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>38a</td>
<td>Schneider et al., 1995</td>
<td>6.00</td>
<td>29.60</td>
<td>Tropical</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>39a</td>
<td>Scholz et al., 2007</td>
<td>20.10</td>
<td>9.18</td>
<td>Tropical</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39b</td>
<td>Scholz et al., 2007</td>
<td>11.76</td>
<td>11.68</td>
<td>Tropical</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40a</td>
<td>Schwarz et al., 1993</td>
<td>22.90</td>
<td>28.75</td>
<td>South</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>41a</td>
<td>Sicue et al., 1997</td>
<td>25.00</td>
<td>16.00</td>
<td>North</td>
<td>SST</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>42a</td>
<td>Smith et al., 2007</td>
<td>25.00</td>
<td>31.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43a</td>
<td>Sorin et al., 2010</td>
<td>31.30</td>
<td>35.30</td>
<td>North</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>44a</td>
<td>Stokes et al., 1998</td>
<td>19.20</td>
<td>26.65</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>45a</td>
<td>Stone et al., 2011</td>
<td>11.30</td>
<td>34.35</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>46a</td>
<td>Stuut and Lamry, 2004</td>
<td>23.00</td>
<td>9.26</td>
<td>South</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>47a</td>
<td>Szabo et al., 1995</td>
<td>22.00</td>
<td>29.00</td>
<td>North</td>
<td>Terr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>48a</td>
<td>Thomas and Shaw, 2003</td>
<td>25.00</td>
<td>25.35</td>
<td>South</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>48b</td>
<td>Thomas and Shaw, 2003</td>
<td>18.80</td>
<td>18.40</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>49a</td>
<td>Thomas et al., 2009</td>
<td>14.98</td>
<td>35.66</td>
<td>Tropical</td>
<td>Terr</td>
<td>P</td>
<td></td>
</tr>
</tbody>
</table>

(continued on next page)
each dataset (e.g., count data may produce values from 0 to 1000, whereas percentage data may only range from 0 to 100).

We used PCA to examine all available continuous datasets, however, only 20 (primarily SST or offshore pollen records) covered the entire period from 150 to 30 ka. Therefore, to maximize the number and types of data included in the total analysis, four sub-intervals of time were selected for separate analyses: 150–100 ka, 140–30 ka, 115–30 ka, and 75–30 ka. These intervals were selected to sample periods of both high and low insolation variability and to maximize the number of datasets included in each discrete analysis. The continuity and length of the record determined which datasets were used for each time interval. More recent intervals are better represented among the published data, so the four sub-intervals included 32–40 datasets, respectively, in each analysis.

Paleoanthropological site data collection and analysis

We tabulated known, radiometrically-dated archaeological and hominin fossil sites from Africa with assemblages spanning 150–30 ka, summarized in Fig. 2 and Table 2, and used the density for evidence of hominin occupation of a region for a given temporal interval as a demographic measure with greater site density suggesting larger hominin populations. For more recent periods, others have used the frequency of radiocarbon-dated sites to estimate changes in population density (e.g., Gamble et al., 2005; Surovell et al., 2009). In seeking patterns among the frequency of radiometric dates, where the density of dates is high, a plausible argument can be made that the sheer volume of data removes concerns about error ranges and stratigraphic relations associated with the reported age estimates. This is what is done with most efforts that rely on very large databases (n \approx 500–2000) of radiocarbon age estimates (see discussion in Gamble et al., 2005). When the sample size is low, as it is here, these issues remain serious concerns, and we have opted instead to provide an age range that accounts for instrumental error or uncertainties as well as stratigraphic information, the latter particularly important as most of what is dated at paleoanthropological sites are not the artifacts or human fossils themselves but rather bounding strata or other materials that provide age minima or maxima.

Our data tabulation and presentation methods consist of six steps. (1) We provide one or more age ranges for each site based on the stratigraphic relations of the published radiometric age estimates (at one standard deviation) to the archaeological strata for a given site. In general, at open-air site complexes, individual sites with overlapping time ranges have been combined to make them more comparable with the more frequently reoccupied, and thus more archaeologically rich, caves and rockshelters. (2) The time span of 30–150 ka is divided into 10 kyr bins (31–40 ka...141–150 ka). Ten thousand years is our arbitrary maximum temporal resolution for the sites considered here. It is estimated on the basis of instrumental error and stratigraphic relations among dated deposits and paleoanthropologically relevant material. (3) A site is given equal probability for the ‘true’ age to occur within each of the 10 kyr bins in which its range falls. Thus, a site such as Enkapune ya Muto with an estimated age range of 33–55 ka would fall into the 31–40 ka, 41–50, and 51–60 kya bins. The advantage of this approach is that it requires the fewest analytical assumptions and accounts for the fact that we typically lack the basis to reliably assess the likelihood of site dating to a particular year within that range. The disadvantage is that dates with large error ranges that span numerous bins have the potential to mute variation within the total dataset. (4) For each region, we sum the total number of occurrences in each 10 kyr bin, and normalize this value to the total number of age bin occurrences in that region, expressed as a percentage. As a result, proportional change in one region is numerically independent of change in another region. (5) These data are then expressed as line diagrams to explore temporal changes in the frequency of sites relative to climate change for each of the North, East, tropical, and southern African regions. (6) To offset the potentially confounding effect of locally increased moisture availability, we separate interior and ‘coastal’ sites for southern and northern Africa (coastal sites in our time range are largely lacking for East and tropical Africa), and consider the Nile Valley separately in this analysis as it represents a highly localized area of available water in otherwise often dry environments. Because the changing position of the South African shoreline is now well-understood, sites from this region are variably attributed to ‘coastal’ and ‘interior’ depending on contemporaneous coastline location as per data from Van Andel (1989) and Fisher et al. (2010).

As emphasized by Bailey (2007), the temporal resolution of the dataset determines the scale of the questions to be asked, and a 10 kyr time span is too broad an interval to examine in detail the relation between environmental and human behavioral change. This can be seen particularly well in southern Africa, where a comprehensive program of single-grain optically stimulated luminescence dating has demonstrated that distinctive MSA archaeological entities and behavioral traditions such as those seen at Howiesons Poort and Still Bay sites in southern Africa appear, spread, and disappear within \approx 5 kyr (Jacobs et al., 2008a, b). This is less than the \approx 10 kyr resolution of our aggregate dataset, and in this particular case, site-specific paleoenvironmental reconstructions are still poorly defined and the relation between environmental and archaeological change is controversial (cf. Ambrose and Lorenz, 1990; McCall, 2007; Jacobs et al., 2008a; Chase, 2010). Rather than exploring the nature of environmental and behavioral change.

Table 2
Paleoanthropological sites used in the synthesis. Uncalibrated radiocarbon age estimates have been calibrated using CalPal.

<table>
<thead>
<tr>
<th>Site</th>
<th>Name</th>
<th>Age range</th>
<th>Region</th>
<th>Coast/inland</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ain Shalshuk</td>
<td>31–46</td>
<td>North Inland</td>
<td>32.00</td>
<td>11.95</td>
<td>Barich et al., 2005</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Bir Sahara East</td>
<td>70–110, 125–135</td>
<td>North Inland</td>
<td>22.90</td>
<td>28.75</td>
<td>Wendorf et al., 1993</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Bir Tarfawi</td>
<td>60–130</td>
<td>North Inland</td>
<td>22.92</td>
<td>28.83</td>
<td>Wendorf et al., 1993</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Dar-es-Soltan 1</td>
<td>31–145</td>
<td>North Coast</td>
<td>33.97</td>
<td>–0.68</td>
<td>Barton et al., 2009</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>El Manara</td>
<td>&lt;30–40</td>
<td>North Coast</td>
<td>33.92</td>
<td>–6.95</td>
<td>Nespoulou et al., 2008</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Grotte des Pigeons</td>
<td>20–113</td>
<td>North Coast</td>
<td>34.81</td>
<td>–2.41</td>
<td>Bouzouggar et al., 2007</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Ifri n’Ammar</td>
<td>38–183</td>
<td>North Coast</td>
<td>34.78</td>
<td>–3.05</td>
<td>Richter et al., 2010</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Jebel Irhoud</td>
<td>90–190</td>
<td>North Coast</td>
<td>33.25</td>
<td>–5.50</td>
<td>Grün and Stringer, 1991; Smith et al., 2007</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Kharga Oasis</td>
<td>89–126</td>
<td>North Inland</td>
<td>25.30</td>
<td>30.47</td>
<td>Smith et al., 2007</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Mugrabet et ‘Aliya</td>
<td>27–61</td>
<td>North Coast</td>
<td>35.75</td>
<td>–5.93</td>
<td>Wrinn and Rink, 2003</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Nazlet Safaha</td>
<td>36–65</td>
<td>North Nile Valley</td>
<td>26.1</td>
<td>32.57</td>
<td>Vermeersch, 2002</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Oued Noun</td>
<td>25–53</td>
<td>North Coast</td>
<td>29.10</td>
<td>–10.34</td>
<td>Weisrock et al., 2006</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Oumjougou</td>
<td>25–69</td>
<td>North Inland</td>
<td>14.4</td>
<td>–3.52</td>
<td>Robert et al., 2003; Rasse et al., 2004</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Rhafas Cave</td>
<td>60–127</td>
<td>North Coast</td>
<td>34.80</td>
<td>–1.88</td>
<td>Mercier et al., 2007</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Sodmein Cave</td>
<td>25–137</td>
<td>North Coast</td>
<td>26.24</td>
<td>33.97</td>
<td>Mercier et al., 1999; Moeyersons et al., 2002</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Taramsa 1</td>
<td>50–80</td>
<td>North Nile Valley</td>
<td>26.10</td>
<td>32.70</td>
<td>Vermeersch et al., 1998</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Uan Afuda</td>
<td>61–100</td>
<td>North Inland</td>
<td>24.67</td>
<td>10.50</td>
<td>Cremausch et al., 1998; Cremausch and Di Lernia, 1999; Di Lernia, 1999</td>
<td></td>
</tr>
</tbody>
</table>

patterns of sea surface temperatures (SSTs) can have a significant effect on the precipitation patterns over the African continent. Two such patterns affecting rainfall in Africa are the El Niño Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD). ‘Normal’ ENSO years in the Indian Ocean are characterized by warmer waters in the eastern Indian Ocean (near Australia), colder SSTs in the western Indian Ocean, and ‘normal’ (limited) rainfall occurs over the Horn of Africa. During El Niño years, the SST patterns and associated rainfall patterns are reversed, bringing extreme drought to Australia and flooding to parts of East Africa. The IOD, once viewed as noise when analyzing ENSO, is increasingly being accepted as its own phenomenon (Marchant et al., 2007). The

### Continental precipitation variation

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Interpretation</th>
<th>Selected reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pollen</td>
<td>Arboreal pollen abundance increases with relative humidity</td>
<td>Hooghiemstra et al., 1992;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dupont et al., 2000</td>
</tr>
<tr>
<td>Groundwater carbonate</td>
<td>Groundwater carbonate abundance increases with relative humidity</td>
<td>Osmond and Dabous, 2004</td>
</tr>
<tr>
<td>Diatoms in offshore sites</td>
<td>Wind-borne diatom abundance increases with aridity-induced lake deflation</td>
<td>Pokras and Mix, 1985</td>
</tr>
<tr>
<td>Lake water level</td>
<td>Increases or decreases with changes in relative moisture availability; recorded seismically or by strandlines</td>
<td>Scholz et al., 2007; Burrough et al., 2009</td>
</tr>
<tr>
<td>Ostracodes</td>
<td>Species diagnostic of particular water conditions/depths</td>
<td>Cohen et al., 2007</td>
</tr>
<tr>
<td>Diatoms in continental lakes</td>
<td>Species diagnostic of particular water conditions/depths</td>
<td>Stone et al., 2011</td>
</tr>
<tr>
<td>Ratio (total aeolian dust/fluvial mud)</td>
<td>Yields a humidity index: Decreased ratio during times of increased humidity</td>
<td>Stuut and Lamy, 2004; Tjallingii et al., 2008</td>
</tr>
<tr>
<td>Dune growth</td>
<td>Active during period of aridity; stabilized with increased humidity</td>
<td>Stokes et al., 1998; Thomas and Shaw, 2003</td>
</tr>
<tr>
<td>$^{31}$S</td>
<td>Paleo-rainfall amounts and seasonality</td>
<td>Holmgren et al., 1995</td>
</tr>
<tr>
<td>$^{30}$D</td>
<td>Paleo-rainfall amounts and seasonality</td>
<td>Bar-Matthews et al., 2010</td>
</tr>
</tbody>
</table>

### Continental temperature variation

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Interpretation</th>
<th>Selected reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEX86</td>
<td>Records lake surface temperatures</td>
<td>Tierney et al., 2008</td>
</tr>
</tbody>
</table>

### Oceanic currents and surface temperatures

There are four main surface ocean currents that encircle Africa: the Canary, Benguela, Agulhas, and the Antarctic Circumpolar Current (ACC) (Fig. 3). The strength and extent of these currents often dictates rainfall patterns along the coast by affecting mean air mass boundaries, and moisture availability and transport. The colder currents inhibit regional precipitation, whereas warm currents tend to promote increased rainfall in nearby areas. Global patterns of sea surface temperatures (SSTs) can have a significant effect on the precipitation patterns over the African continent. Two such patterns affecting rainfall in Africa are the El Niño Southern Oscillation (ENSO) and the Indian Ocean Dipole (IOD). ‘Normal’ ENSO years in the Indian Ocean are characterized by warmer waters in the eastern Indian Ocean (near Australia), colder SSTs in the western Indian Ocean, and ‘normal’ (limited) rainfall occurs over the Horn of Africa. During El Niño years, the SST patterns and associated rainfall patterns are reversed, bringing extreme drought to Australia and flooding to parts of East Africa. The IOD, once viewed as noise when analyzing ENSO, is increasingly being accepted as its own phenomenon (Marchant et al., 2007).
dipole refers to SST variation across the Indian Ocean associated with the strength of the winter monsoon winds and a cold tongue in the Arabian Sea (Saji et al., 1999; Prasad and McClean, 2004). A positive IOD event produces a pattern similar to El Niño with colder waters near Australia and anomalously warm SSTs in the northwestern Indian Ocean, and the ENSO and IOD may modulate each other when they co-occur (Bowden and Semazzi, 2007; Yuan et al., 2008). Although ENSO and IOD may have far reaching atmospheric teleconnections, the IOD is defined strictly by temperature variation in the Indian Ocean whereas ENSO is defined by atmospheric pressure patterns over the Pacific Ocean. It is, however, these atmospheric-ocean teleconnections that may play a large role in local and regional SST to terrestrial precipitation relationships through time.

Air masses

African climate is affected primarily by tropical (continental and marine) and equatorial air masses. Precipitation patterns are driven by the mid-latitude Westerlies in the extreme northern and southern regions of Africa and the location of the Intertropical Convergence Zone, or ITZC, in the middle portion (Fig. 3). The Westerlies are high altitude winds that blow from the west and define areas where cool dry air from the poles collides with warm, moist air from the tropics causing instability and convection (Rohli and Vega, 2008). These are ‘frontal boundaries’ and are often associated with rising moist air, cloud formation and precipitation. The position of the Westerlies, particularly around Antarctica has recently been shown to vary with global temperature (Toggweiler and Russell, 2008) with the Westerlies strengthening while contracting pole-ward during warm periods and weakening while expanding equator-ward during colder periods. If the location of the Westerlies is the dominant driver of African climate, then northern and southern Africa should be wet when the Westerlies are weak (equator-ward) because they then bring rainfall and weather systems to the region. However, when the Westerlies are strong, northern and southern Africa should be dry, without atmospheric circulation bringing moisture off the ocean.

The ITZC approximates the zone of maximum insolation (solar energy) received by the atmosphere and the Earth’s surface. Insolation duration and intensity is orbitally forced by eccentricity-modulated precession at low-latitudes with a periodicity of 19–23 kyr. The ITZC moves between the Tropics of Cancer (June) and Capricorn (December), crossing the equator at the equinoxes. It is a ‘convergence’ zone because: (1) the sun’s energy is converted to heat at the surface and in the atmosphere, and (2) air that is warmer than its surroundings will rise forming an area of surface low pressure. This draws in surface winds flowing equator-ward from the east (trade winds, Fig. 3) causing the trade winds from the Northern and Southern Hemispheres to converge at the ITZC. Direct insolation effects on areas within the ITZC include a 1 °C SST increase over the oceans leading to more evaporation, and on land a region of increased convection, and consequently rainfall (Liu et al., 2004).

Monsoons

Monsoon systems are “a seasonal reversal of wind caused by [large-scale] atmospheric pressure changes, often accompanied by seasonal changes in moisture” (Rohli and Vega, 2008: 416). The well-known South Asian monsoon, for example, brings torrential rainfall and flooding to the Indian continent. The West African monsoon and the East African monsoon are both caused by differential heating between the land and the neighboring ocean (e.g., enhanced land-ocean temperature contrasts) during the summer (Kutzbach and Liu, 1997). Terrestrial surfaces heat more quickly than the ocean surface as a result of the high specific heat capacity of water. When a coastal region warms, the land will heat more quickly than the neighboring ocean. Therefore, the air mass over the land will rise (low pressure), drawing moist air landward from the ocean. This convection in the presence of a moisture source produces rainfall. During an off-monsoon season, the land surface will also lose heat more quickly than the ocean, and the winds and pressures will reverse, with a high-pressure system situated over the land, stabilizing the air.

As discussed previously, the ITZC follows the area of most intense insolation, which occurs when the sun is directly overhead (during the summer), and the position of the ITZC drives the East and West African monsoons. However, because the monsoonal circulation system (associated with atmospheric pressure changes) is dependent on land-ocean temperature contrasts, an external perturbation (e.g., changes in land-surface albedo, variations in ocean circulation patterns and therefore temperature) in the system can cause monsoon rainfall to be weak or to not arrive at all. In addition, monsoons will be intensified when incoming insolation is high and vice versa.

Monsoons are dynamic systems in two ways: thermally and hydrologically, meaning monsoon systems respond to land/ocean temperature contrasts, and are also dependent on SSTs, evaporation from oceans, and water vapor transport to land (Kutzbach et al., 2008). The differential heating of land and ocean near and below the average location of the ITZC can upset both oceanic and atmospheric dynamics, ultimately affecting the extent and position of tropical monsoons globally. As a consequence of its effect on monsoon systems, the average position of the ITZC over time may also greatly affect the climate in regions on the extreme edge of the ITZC range, as small shifts one way or another will have a greater impact there (Brown et al., 2007).

Major drivers of climate variability on millennial and longer time scales

Over the time period of interest in this synthesis, there are a number of important drivers of global and regional climate variability. These vary in scale, regional impact, and periodicity. Orbital (large) scale climate drivers include glacial-interglacial periods, greenhouse gas (GHG) concentrations, position of the Westerlies, and insolation intensity, the latter affecting the position of the ITZC and monsoon strength. Orbital variations in insolation at both high- (obliquity) and low-latitudes (precession) are both potentially important drivers of the climate dynamics of the African continent. These variations affect ice volume at the poles, monsoon intensity, and global SSTs. Millennial scale climate drivers include changes in oceanic circulation patterns, which can change ice sheet stability triggering Heinrich and Dansgaard/Oeschger (D/O) events, which have local, regional and global effects.

The periodicity of orbital scale events is determined by the relative position of the Earth in its orbit around the sun at the equinox (precession), the angle of axial tilt relative to the plane of the ecliptic (obliquity), and the shape of the Earth’s orbit (eccentricity). These have calculated periodicities of ~23 kyr, ~41 kyr and ~100 kyr, respectively. Additionally, each affects different regions of the globe more than others. Precession is a low-latitude (equatorial) forcing mechanism and is largely responsible for regulating the intensity of the monsoons (Kutzbach, 1981) with greater low-latitude insolation producing higher intensity monsoons (Roussignol-Strick, 1985; Kutzbach et al., 2008). Obliquity regulates high latitude insolation receipt and it, in combination with eccentricity, is responsible for the 100 kyr periodicity of glacial/interglacial cycles (Imbrie and Imbrie, 1980). Eccentricity also has an amplifying effect on the precession cycle, so much so
that they are often combined when discussing low latitude forcing, ‘eccentricity-modulated precession’. It is responsible for variations in tropical African monsoon intensity and timing (deMenocal and Rind, 1993; Trauth et al., 2009). Greenhouse gas concentrations, specifically CO₂, have been shown to vary in concert with global ice volume and thus glacial cycles, at a 100 kyr periodicity (Petit et al., 1999).

Millennial scale events, such as Heinrich and D/O events, are smaller in scale in both time and space, often lasting only a few thousand years or less. Heinrich events are times when numerous icebergs broke off from Arctic glaciers and melted, delivering significant quantities of cold, freshwater to the North Atlantic thereby altering global thermohaline circulation (Bond et al., 1992). D/O events are intervals of rapid warming followed by a gradual cooling (Dansgaard et al., 1993), whereas Heinrich events are characterized by rapid and sudden cooling in the Northern Hemisphere. Both of these events were originally thought to have only high latitude effects, but subsequent research has shown the existence of global teleconnections between presumed high latitude drivers and low latitude climate changes at these time scales, including in Africa (e.g., Tierney et al., 2008; Moernaut et al., 2010; Stager et al., 2011).

Paleoclimate results: sea surface temperatures and paleoceanographic conditions

Sea surface temperatures (SSTs) typically reflect changes in mean global temperature because they are global in extent, and water has a high heat capacity. The various measures of SST are summarized in Table 3. Fig. 4 summarizes various measures of sea surface temperatures for the northern Atlantic, Mediterranean, southern Atlantic, Indian Ocean, and Southern Ocean regions.

Northern Atlantic records

As shown in Fig. 4, Atlantic SSTs recorded off the NW coast of Africa (>35°N) from 150 to 30 ka are consistent with the North Atlantic-defined glacial/interglacial MIS pattern, with maximum temperatures around 125 ka and decreasing temperatures towards 50 ka. North Atlantic SSTs show a consistent saw-tooth glacial/interglacial pattern that mirrors the δ¹⁸O record of ice volume recorded in the Greenland ice cores (GRIP and GISP2). At times of lower ice volume and warmer global temperatures, the North Atlantic reflects this change quickly with increased SSTs. This suggests that high latitude forcing affects the SSTs of the subtropical Atlantic Ocean off NW Africa.

Southern Atlantic records

The SST records from the equatorial and southern regions of the Atlantic Ocean (5°N to 25°S latitude) also display the characteristic North Atlantic saw-tooth pattern (Fig. 4). Between 50 and 45 ka, the records diverge as the most northerly record (7°S) and the most southerly record (26°S) inexplicably begin to increase in temperature.

Minor variations in each record may be explained by regional rather than global causes. These could include variations in dominant local wind patterns and/or upwelling activity. For example, a number of studies interpreted the circulation pattern of the Angola-Benguela Front (ABF – 4°N–20°S) through time (see Fig. 1) and all conclude that the trade wind belt over Angola has not shifted spatially over time with glacial/interglacial variation in climate. Instead of an increased alongshore flow of the Benguela current during glacial times, there was a shift to more offshore flow coincident with increased trade wind zonality and reduced

Figure 4. Sea surface temperature (SST) data by region. These data are ordered from north to south on the vertical axis within each region. Figs. 4–8: Site numbers are closely associated with their respective datasets. Marine Isotope Stages (MIS) 6–3 and the inferred regional climate conditions through time are noted at the bottom for all dataset figures. Additionally, peaks indicate periods of higher temperature or humidity, troughs indicate periods of lower temperature or humidity.

monsoon intensity (see Table 1: 38a, b, c) (Schneider et al., 1995; Little et al., 1997). Other researchers using data from sites further south (33a) (e.g., Pichevin et al., 2005; Martínez-Méndez et al., 2010) found a negative correlation of SSTs and grain size. During periods of colder SSTs, the sediments being deposited were statistically coarser. As colder waters in this region may indicate upwelling activity and more energy is needed to move sediments of a larger size, it is reasonable to conclude that colder SSTs in the record signal periods of increased wind strength as well as upwelling activity. The different interpretations by Schneider et al. (1995) and Pichevin et al. (2005) of the dynamics in the southern Atlantic may be region-specific, with colder periods further north the result of increased trade wind zonality and further south resulting from stronger overall winds. There is also a 23 kyr periodicity observed in the SSTs off Angola, which Schneider et al. (1995) argue is produced by changes in low latitude insulation and monsoon intensity, and not by high latitude climate forcing, despite the apparent similarity to North Atlantic records.

These exceptions notwithstanding, the southern Atlantic SST curves are similar to the global marine $^{18}O$ curve used to define the MIS boundaries.

**Indian Ocean records**

Like the Atlantic Ocean records, the time interval with the warmest SSTs in the Indian Ocean is 130–120 ka (Fig. 4). However, the similarity between the Atlantic and (Northern Hemisphere) Indian Oceans decreases through time, and with increased distance from the African coast. Closest to the African coast, the SST records from 3°N, 0°N, and 14°N (1a, 1b, 55a) are the most similar to the North Atlantic record, showing last interglacial peak temperatures (at ~125 ka) and the distinct saw-tooth pattern of temperature variation and decrease overall through time.

Some of the differences between the Atlantic Ocean and Indian Ocean records may again be attributed to changes in deep water upwelling patterns and variation in local to regional monsoon winds, the latter correlated with Northern Hemisphere glacial/interglacial cycles and strengthened with insolation intensity. Pollen records suggest high frequencies of taxa from the Mediterranean steppe in the Arabian Sea during glacial periods, indicating stronger NE trade winds and increased regional aridity (Van Campo et al., 1982). Additionally, low CaCO$_3$ content in the Arabian Sea during colder periods reflect reduced upwelling due to decreased strength in the SW monsoon airflow (23a) (Leuschner and Sirocko, 2000). Similarly, SSTs determined from two cores off Oman and southwest of India (37a, b) contribute information about the timing of the NE and SW monsoons (Rostek et al., 1997). At these locations there is a correlation between increased productivity on precessional time scales and glacial periods, with concomitant decreases in productivity during interglacial periods. Like Van Campo et al. (1982) the authors interpret a stronger NE monsoon during glacial times as producing greater wind-induced surface mixing and therefore increased nutrient supply. However, the record off the coast of Oman is more complicated and does not show a precessional signal. The SST records from both sites indicate warmer temperatures during interglacials and interstadials and colder temperatures during glacial periods and stadials as expected. While the warmest period recorded in the sediments is at ~125 ka during the peak of the last interglacial, the coldest period occurs at ~45 ka, prior to the LGM. As discussed earlier, this may be the result of reduced upwelling during full glacial times, causing an apparent local increase in SST.

The three Indian Ocean SST records closest to the continent (55a, 1a, b) are similar to the global marine $^{18}O$ curve used to define the MIS boundaries, although the 1a and 1b records show a muted response, likely due to their proximity to the equator. The remaining two records show more of a response to local wind and upwelling activity (23a, 37b). The one outlying record is from closer to the central Indian Ocean basin, and may be responding to something different altogether (37a).

**Southern Ocean records**

For the most part, SST records from the region that is the interface between the southern Atlantic Ocean and the Southern Ocean, which surrounds Antarctica, are extremely similar to the records from the rest of the Atlantic Ocean (Fig. 4). They have a characteristic saw-tooth pattern, with maximum SSTs between 120 ka and 130 ka, and gradually decrease in temperature towards 30 ka. However, the most southerly record (6a at 49°S) lacks the saw-tooth pattern, with temperatures fluctuating around a midpoint of ~3 °C with no observable trend. It appears that this region is being affected more by the cold waters of the Antarctic Circumpolar Current (ACC) than the North Atlantic.

**Sea surface temperature summary**

The SSTs surrounding the African continent are generally consistent with the global marine isotope stage (MIS) record, although the causes for this may be different. Around the continent, the warmest SSTs occurred between 130 and 120 ka, during the peak of the last interglacial (MIS 5e). The Atlantic records display the characteristic saw-tooth pattern when not interfered with by regional monsoonal effects or local upwelling activity (e.g., Little et al., 1997; Weldeab et al., 2007; Martínez-Méndez et al., 2010) and generally decrease in temperature from ~125 ka to 30 ka. The Indian Ocean records are the least similar to the North Atlantic, with this region likely much more heavily influenced by the East African and Asian monsoons (Rostek et al., 1997; Leuschner and Sirocko, 2000).

**Paleoclimate results: terrestrial and marine records of continental temperature and precipitation variability**

SSTs are an important measure of global temperature and have an important impact on continental moisture availability, but the relationship between oceanic and continental records is complex. The continental records, although often providing less continuous data than the oceanic records, are more directly relevant for understanding the climatic and environmental context of Pleistocene human evolution. Areal coverage and the types of paleoclimate proxies and indicators available are more varied relative to those used to infer SSTs, summarized in Table 3. Figs. 5–8 summarize paleoclimate data by proxy type for each of the African sub-regions, showing the temporal relations of inferred regional wet/dry regimes relative to established MIS boundaries.

**North Africa and the Levant (Fig. 5)**

The types of paleoclimate indicators for North Africa (>18°N) are the most varied of the dataset, and provide the most abundant data. Unlike some of the other sub-regions, many of the datasets from North Africa have good chronological control because of multiple U/Th dated lacustrine (16a, 26a, 47a, 10a), spring-fed (40a, 42a), groundwater (31a), or speleothem carbonates (28a, 3a, b, 54a, 43a), all interpreted as reflecting more humid intervals. Additionally, there are numerous datasets with terrestrial climatic indicators collected from marine cores; e.g., pollen (21a–c), freshwater diatoms (34a) and silicilastic grain size (52a).

$^{3}$O values in Soreq (3a) and Peqin (3b) caves in the eastern Mediterranean and speleothem frequencies from a number of other
The majority of records from North Africa again display more arid conditions beginning earlier and lasting longer than in the Levant. The wet period lasted from 100 ka to 75 ka, with humid conditions followed by a return to humid conditions. Across North Africa this records further east, there is then a short period of relative aridity at 115 ka, similar to the Levantine records. Speleothem age frequencies are also used to infer periods of rapid speleothem growth and thus humidity (Vaks et al., 2007; Sorin et al., 2010). Speleothem frequencies from the Dead Sea region support the inference of humidity from 135 to 120 ka, and record additional humid periods in the more northerly record discussed above with a slight lag as this proxy records the extreme aridity that follows lake desiccation, de floration, and windblown transport. The more southerly diatom records (44a) reflect aridity in the tropical region and will be discussed further in that section.

A humidity index generated using the ratio of aeolian dust to fluvial mud (52a) has a comparatively fine scale resolution, so while following a similar long-term pattern as the Sahel/Sahara boundary observed from the offshore pollen record from sites 21a–c, it does not correspond well to the higher frequency freshwater diatom record (34a). In fact, for the period of time it covers (120–30 ka), conditions from 75 ka to ~45 ka when humid conditions return until 35 ka (24a–e, 30a, 16a, 10a), similar to the Dead Sea speleothems (44a).

Pollen records from three marine cores off the coast of Morocco (21a–c) allow for the reconstruction of the northern and southern boundaries of the NW Sahara. The north to south range of the cores allows for the demarcation of latitudinal differences in the pollen being swept to sea off the African continent and thus changes in the vegetation belts. Changes in the pollen regime from one site to the other allows for interpretation of the expansion and contraction of the NW Sahara through time. The extent of the Sahara fluctuates on glacial/interglacial cycles with an enlarged steppe-like transition zone north of the desert vegetation during glacial periods. Additionally, the northern boundary of the Sahara expanded further northward during glacial times. During interglacials this transition zone was narrow, with Mediterranean vegetation expanding towards the Sahara from the north and Sahelian (or tropical) woodland from the south. The pollen data from this region show a correlation with Northern Hemisphere ice volume.

Aeolian-derived freshwater diatoms of the genus Melosira (Pokras and Mix, 1985) from four sites off the coast of West Africa (34a–d) are indicators of extreme continental aridity. The most northerly record (34a) shows periods of aridity that closely follow times when the Saharan desert expands, and vice versa (Hooghiemstra et al., 1992). Generally, this record is similar to the northern records discussed above with a slight lag as this proxy records the extreme aridity that follows lake desiccation, deflation, and windblown transport.

Figure 5. North Africa/Levant datasets. Records are arranged in the order they are discussed in the text and grouped by indicator type.

Figure 6. East African terrestrial datasets. Records are arranged in the order they are discussed in the text and grouped by indicator type.
the record is extremely similar to the oxygen isotope record from Peqiin Cave in Israel (3a). As mentioned earlier, the Israeli cave sites appear to strongly co-vary with changes in the SSTs of the Mediterranean and by extension, the Atlantic Ocean, suggesting that the underlying driver of this ‘humidity index’ may be marine SSTs, whether through atmospheric teleconnection, or a misinterpretation of the grain size indicator.

In summary, North Africa to the Levant experienced generally humid conditions beginning between 135 and 130 ka and lasting until 120–115 ka, and again from 100 to 95 ka until 75 ka. Additionally, a few records across the continent and Levant (44a, 24a–e, 10a, 30a) indicate a more recent wet period from 45 to 35 ka. These wet periods are dated by speleothem δ¹⁸O measurements and frequencies, the deposition of lacustrine, spring-fed, groundwater and cave carbonates. Conversely, the region was drier between ~115–100 ka and from ~75–45 ka, based upon a paucity of dates for carbonate deposition during these periods and from pollen in offshore marine cores that illustrate the fluctuating limit of the Sahara. Additionally, the majority of Levantine cave records and the offshore diatom records are quite variable prior to 75 ka, at which point the climatic variability in NW Africa and the Levant dampens considerably through 30 ka. Overall the regional variations in climate do not appear to fluctuate in response to changing MIS.

**East Africa**

The records from this region (Fig. 6) are derived from a variety of indicators and were recovered from both terrestrial and marine localities. This region is small and in many respects it represents a paleoclimatic transitional zone between the North African records and the tropical records discussed next. On the continent, two discrete records of lake level highstands are interpreted from U/Th dating of lacustrine carbonates (17a, 56a), whereas a continuous record of lake level change was reconstructed using sediment characteristics and diatom assemblages (53a). The paleoclimatic interpretations of this region are relatively consistent with one another despite the variety of indicators used and time periods covered by the individual datasets.

The lake level records presented here are from the Ol Njorowa Gorge area (paleolake deposits close to modern Lake Naivasha) (53a), and Lake Magadi in Kenya, Lake Natron (17a) in Tanzania, and lakes in the Horn of Africa in Somalia (56a). These records show some similarities, with high lake levels indicating extremely wet periods occurring between ~145–120 ka, ~110–95 ka, and ~80–65 ka. The periods of increased humidity have been inferred to be times when the SW monsoon is most active, during interglacials and interstadials (Hillaire-Marcel et al., 1986; Voight et al., 1990). This interpretation is consistent with the offshore pollen record recovered (Van Campo et al., 1982) that demonstrates that interglacials were the most humid, likely due to the dominance of the SW monsoon over the NE monsoon that prevailed during glacial/stadial
periods. The NE monsoon brought Mediterranean pollen to the Arabian Sea, illustrating the dominant wind patterns at that time. These inferences are further supported by an upwelling record in the Arabian Sea (23a) that shows an increased abundance of CaCO₃ during interglacials, implying increased rates of primary production, and increased rates of aeolian deposition from the continent during glacial times, suggesting increased aridity. Increased productivity is an indication of increased upwelling, which brings nutrients to the surface, and it is expected when the SW monsoon is strongest. Likewise, decreased upwelling and aeolian deposition from the NE is expected when the NE monsoon is dominant. However the continuous record from Ol Njorowa Gorge demonstrates the importance of peaks in equatorial (local) insolation, rather than high latitude forcing (Trauth et al., 2003). Unlike insolation intensity further from the equator that is highly variable for a time and then dampens after 75 ka, the insolation at the equator maintains a constant variability in intensity throughout the period of interest (150–35 ka). This local forcing is evident in the constant, cyclic nature of this record (Trauth et al., 2003). Further, the records from East Africa share similar wet/dry interval patterns with the southern extent of the Saharan desert (21a–c). This suggests that the northern boundary of the region may be more transitional, whereas the East African records lack the characteristic ‘megadrought’ signal found at locations just to the south in the tropical region, suggesting that its southern boundary is more abrupt.

In summary, based on lake level and vegetation reconstructions and upwelling histories, we infer that the East African region was wet ~145–120 ka, ~110–95 ka, ~80–65 ka and 50–55 ka. These variations were likely caused by or related to the changing influences of the NE and SW monsoon regimes forced by changes in local insolation at the equator with increasing influence of high latitude/glacial forcing moving away from the equator.

Tropical Africa (Fig. 7)

The terrestrial data for tropical Africa are derived from a mix of offshore pollen and diatom records (12a, 13a–d, 34b–d), lacustrine records (48a, b, 45a, 27a) and aeolian dune sediments (2a, 44a, 49a). The northern part of the region contains both continuous and discrete records from a number of the East African Rift lakes, e.g., Tanganyika and Malawi, and meteorite/volcanic crater lakes, e.g., Bosumtwi (Ghana) and Challa (Tanzania). The southern area of the region extends to the northern Kalahari and yields a climate signal from dune migration.

The unifying climatic similarity of the records in this region is that they all show evidence of intense ‘megadroughts’ between 90 ka and 115 ka (Cohen et al., 2007; Scholz et al., 2007) that are not seen at locations both north and south of the region (33a and 7a, respectively; Fig. 7). At Lake Tanganyika, the maximum low-stand occurred at ~106 ka (25a) (McGlue et al., 2008). An earlier arid excursion is recorded at Lake Malawi (45a) and one offshore diatom record (34b) from 135 ka and 130 ka, but is not seen in the northern Kalahari records (44a), or the other two offshore diatom records (34c, d). Perhaps this was a very localized event that happened to be captured by one of three distant marine records. After 90 ka, the entire region gradually, though irregularly, becomes more humid until ~50 ka when the southern dune records are no longer synchronous with the northern lake records. Between 50 ka and 40 ka, the southern portion of the region (44a, 48b) becomes more arid while the northern lakes (45a, 27a) indicate greater or similar humidity (Fig. 7). The entire tropical region is wet between 35 ka and 30 ka. Off the coast of West Africa, three equatorial pollen records support the regional patterns of aridity and humidity primarily during MIS5, with a short time lag observed similar to the offshore diatom records (34b–d).

Compared to the dune records, some of the lake records provide climate data at a higher resolution over the entire period of interest (Stone et al., 2011) and during the more recent portion of that time period (Tierney et al., 2008; Woltering et al., 2011). Scholz et al. (2007) argued for high amplitude lake level variability at Lake Malawi prior to ~70 ka, with approximately 20 kyr periodicities, followed by lowered variability (but with overall high lake levels), consistent with a general pattern of insolation forcing (an eccentricity-modulated precessional pattern). A similar pattern appears to hold at Lake Tanganyika and perhaps Lake Bosumtwi.

There is, for example, evidence at lakes Malawi and Bosumtwi for a short-lived arid event around 75 ka (39a, 45a). Additionally, at Lake Challa in the north there was a minor low-stand, inferred to have occurred at ~60 ka (27a), while at the same time, Lake Malawi LSTs dropped to their lowest temperature recorded between 65 and 55 ka (60a). Based on LSTs, diatoms, and sedimentology, Heinrich events 4, 5, and 6 have been recognized in lakes Tanganyika (Tierney et al., 2008), Malawi (Stone et al., 2011; Woltering et al., 2011), and Challa (Moernaut et al., 2010). Lake level and temperature data together indicate that this region may have been cold and dry for brief periods of time between 60 ka and 35 ka. The evidence for Heinrich events in the climate signal of tropical Africa suggests a relationship between the Northern Hemisphere climate and the equatorial interior of Africa.

Over the past 60 kyr, LST values for Lake Tanganyika suggest tropical African terrestrial precipitation is more closely linked to Indian Ocean SSTs, as opposed to local LSTs. Even during periods of colder local LST values, warmer Indian Ocean temperatures appear to provide sufficient moisture to induce rainfall in the region, whereas the location of the ITCZ (often considered the primary driver of tropical precipitation) appears to have primarily controlled wind direction at Lake Tanganyika (Tierney et al., 2008). Thus, Indian Ocean SSTs and the extent of the ITCZ need to be working in concert for extreme humid periods in tropical Africa. This apparent collaboration between Indian Ocean SSTs and the ITCZ/local insolation maxima between 60 ka and 30 ka adds to the mystery of the early Late Pleistocene African megadroughts. Between 115 ka and 90 ka, insolation variability was extreme and local Indian Ocean SSTs were relatively warm, suggesting that Lake Malawi (for example) should have been very dry, then very wet, as opposed to extremely dry for over 20 kyr. This suggested link between regional terrestrial precipitation and Indian Ocean SSTs also does not explain the widespread geographic extent of the extended megadrought period. The Indian Ocean records in this synthesis indicate a weakened SW monsoon with lower CaCO₃ and decreased upwelling off the coast of Oman (23a), suggesting a decreased contrast between land surface temperature and neighboring SSTs, but not substantially reduced SSTs; only 0.5–1 °C decrease, in the three records available (1a, b, 37b). Something must be different between the time of the megadrought event and the more recent record. Given these data, it is likely that the Indian Ocean SST effect is only evident in tropical Africa when the insolation swings are not as strong as they were prior to 70 ka.

The pollen data from off the west coast of tropical Africa are difficult to interpret over the entire time interval in terms of a regional signal because they are dominated by local pollen from mountainous refugia along the western coast of Africa, from Guinea to Angola (Dupont and Weinelt, 1996; Dupont et al., 2000). However, the patterns appear to indicate responses to North Atlantic SSTs with ubiquitous rainforest expansion during OIS sub-stages 5a, 5c, and 5e, and dry woodland expansion during MIS sub-stages 5b and 5d.

In summary, this region of tropical Africa extends from lakes Bosumtwi and Challa in the north to the northern Kalahari Desert in the south. A significant difference between it and the

neighboring regions is the presence of a regional ‘megadrought’ signal from ~115–90 ka. Additionally, these records indicate a gradual, though at times erratic, trend toward a more humid climate from 90 ka to 35 ka. While not applicable over the entire period of interest, there appears to be a tenuous relationship between the tropical lakes and MIS, particularly after insolation variability dampens ~75 ka, at the beginning of MIS 4.

Southern Africa (Fig. 8)

Unlike the records of tropical Africa, the climate of southern Africa is much more punctuated with no clear trends of either increasing or decreasing humidity through time across the region. The Mababe Depression (Fig. 7, 44a at 19°S, 27°E) borders the region to the north and shows a punctuated megadrought-like signal from 110 to 95 ka. However, sites just to the west at Drot- sky’s Cave (8a at 20°S, 23°E) and to the south at Lobatse Caves (48a at 25°S, 25°E) demonstrate a clearly humid climate throughout this same time period. It is possible then that the southwestern extent of the ‘megadrought belt’ lies between ~19°–25°S latitude, and ~23°–27°E longitude. The orientation of this border between the megadrought belt and southern Africa may mirror the angled north of the ITCZ across the continent, suggesting that the extent of the ITCZ may be an important factor in the millennia-long megadrought events (see ‘causal mechanisms’).

The records that extend through the entire time period of interest do show a precessional signal (23 kyr cycle) of wet/dry periods (5a, 32a, 8a, b) (Brook et al., 1996; Partridge, 1999; Burrough et al., 2007) with humid periods coinciding with Southern Hemisphere insolation maxima. The record from Tsweang crater (32a), one of the two records that shows a variable humidity signal (not just a discrete signal of wet or dry), does indicate a trend of decreasing variability from 90 to 35 ka as expected with eccentricity-modulated precession. However, the offshore humidity record (site 46a) does not correlate with the inferred rainfall record from the Tsweang Crater (cf. Fig. 8). The offshore record shows a slight trend towards increasing humidity from 115 to 35 ka, whereas Tsweang Crater shows a slight trend towards decreasing humidity over the same time interval. Although the tuning of the Tsweang Crater grain size record has been called into question in the past, the precessional cyclicity has been seen in the data using other proxies as well (Kristen et al., 2007). All records except the most southern dune record (5a at 27°S) depict a coherent, increasingly humid signal from ~60–45 ka. A possible explanation for this discrepancy is its relative proximity to both the eastern and southern coasts of the continent compared with the other dune records. Recent research suggests coastal or barrier dunes are primarily affected by distance to shore and thus sediment availability for dune migration, rather than the classic interpretation that dunes migrate during arid times and are stable during humid times (Carr et al., 2006, 2007; Bateman et al., 2011). Despite this site’s relative proximity to the coasts, compared with the other dune sites discussed in this synthesis, it is hardly a ‘coastal dune’ location. In addition, it is bordered to the west and east by mountain barriers to coastal influence and thus OSL dates from this site should be responding to an aridity signal unlike true ‘coastal’ dunes. Thus the reason for this discrepancy must be a more local effect.

The isotope record from Pinnacle Point on the tip of South Africa displays trends coherent with the Southern Ocean SST records that follow a North Atlantic SST pattern (4a) (Bar-Matthews et al., 2010). During MIS 4 (glacial), the speleothem carbonates are isotopically enriched (higher 818O). This is expected because during ice ages, oxygen isotopes in ocean water will be preferentially heavier than during interglacial periods (lighter isotopes of oxygen locked in polar and mountain ice), causing the rain-water, and thus cave-water to begin its hydrologic journey more enriched during glacial periods.

In summary, the northern boundary of this region exhibits a modified/punctuated ‘megadrought’ signal, whereas the rest of the region does not. There is a clear eccentricity-modulated precessional cyclicality to the wet/dry climate of southern Africa, although no clear trend toward increasing or decreasing humidity through the time interval of interest. In addition, there appears to be no clear regional climatic relationship to the MIS boundaries.

Regional coherence of temporal trends in African climate change

The evidence presented above indicates that SSTs often co-vary with climate changes predicted by 818O-derived MIS boundaries, with terrestrial data often out of phase although varying by sub-region. Principal components analysis (PCA) provides a more formal means of comparing aggregate data from both marine and terrestrial sources. On a PCA plot, datasets with similar patterns of variability will plot together. The PCA results are presented in Figs. 9–11. For the purposes of clarifying regional trends, the data are presented with their site number plotted on the PC ordination plot for each time period, and the PC axis values are mapped spatially by data type, identified by a single letter prefix for SSTs (S), terrestrial temperature (T), or precipitation (P). In addition to circum-Africa datasets, maximum summer insolation values at 15°N and 15°S were also included in each analysis, as well as a typical North Atlantic SST dataset (35a) (Raymo et al., 2004) to determine the correlation of the individual African paleoclimate datasets to possible regional/global influences on local paleoclimate records. We present here the results of comparisons for 140–30 ka, 115–30 ka and 75–30 ka, as patterns (or lack thereof) in the data are clearest for these time intervals. The analysis for the 150–100 ka interval is presented as online SOM. In all analyses, the first principal component (PC1) is statistically significant, and is interpreted as the response to variability due to North Atlantic forcing, whereas the second principal component (PC2) (with differing degrees of significance) is interpreted as the response to insolation variability.

140–30 ka (Fig. 9, Table 4)

This time period was chosen because it maximizes the number of datasets used (32) over the greatest percentage of the time period of interest (92%). Over this interval, only the first two principal components were statistically significant: PC1 (SST) explains 42% of the variance and PC2 (insolation variability) explains 16% of variance. Most of the SST records cluster together and are particularly constrained along the PC1 axis with values ranging from ~1.07 to ~0.79 (Fig. 9). One SST record falls somewhat outside the tightly constrained PC1 range, 34a (26°S), and another SST record, 6a (49°S, nearly in the Southern Ocean), differs significantly from the other SST records. This may be a reflection of the circum-Antarctica SST trends as opposed to circum-Africa SSTs (Fig. 9).

The terrestrial records (both precipitation and temperature) plot away from the ‘SST cluster’ along the PC1 axis, and most have similar trends to the maximum Northern Hemisphere summer insolation (N. Insol). Notable exceptions to this are four precipitation records: two off the northwest coast of Africa (21c, 34a), one in sub-tropical East Africa (45a), and another in the Levant (43a). The lake level record from Lake Malawi (45a) surprisingly shows almost no correlation with PC2 axis, perhaps indicating another factor contributing strongly to PC2 in this interval. In contrast to the 818O records at Peqin and Soreq caves (3a, b), which again vary in concert with the SST records, the climatic trends observed in the
record of speleothem growth frequency in the Levant (43a) are surprisingly similar to those over this period at Lake Malawi (45a), and yet they differ greatly from the other records in the North African region (see Fig. 9: 34a, 21c). Offshore records of tropical African climate are strongly correlated with \(^{14}C\) insolation, and both the tuned and un-tuned records of the Pretoria Salt Pan in southern Africa (32a, b) are more similar to the maximum southern summer insolation, and again show some relationship to the climatic trends of SST records (Fig. 9).

115–30 ka (Fig. 10, Table 5)

This interval was chosen to increase the number of datasets used (38) over a significant percentage of the time period of interest (71%). This period also covered an interval of decreasing insolation variability in the latter part of this interval. In spite of this, there are still very clear, significant patterns in the climatic trends of SSTs (PC1, 44% of variance) and northern versus southern maximum summer insolation (PC2, 15% of variance). There is a very tight cluster of PC1 values for the majority of SST records (−0.99 to −0.69). The southern Atlantic site (33a) at 26°S latitude, which for the 140–30 ka interval analysis was significantly offset from the remaining SST cluster, is more closely linked to this cluster for the 115–30 ka analysis (Fig. 10). In contrast, two SST records vary considerably from the other SST records (Fig. 10): one again from the Southern Ocean (6a at 49°S), the other in an upwelling zone off the Arabian Peninsula (23a at 18°N). As observed in the previous time intervals, the Levantine cave records plot within the SST cluster (3a, b), as does another precipitation record, (52a) the offshore grain-size humidity index. This confirms the similarity through time of these two records noted earlier.

The majority of terrestrial precipitation and temperature records plot away from the SST group along the PC1 axis and there is a very coherent grouping along the PC2 axis with values...
ranging from $-0.72$ to $-0.57$, still trending over time similar to $15^\circ$N maximum summer insolation. Exceptions for this time period once again include the Tswaing crater records (32a, b), plotting half way between the SST grouping and the $15^\circ$S maximum summer insolation pattern. However, both the tuned and un-tuned grain size records plot similarly, reaffirming that the tuning quality of the records is unlikely to explain the pattern seen in the dataset (e.g., Kristen et al., 2007). Instead, the Tswaing crater data suggests that insolation plays a much smaller role in the response of this record over the $115–30$ ka interval than for $140–30$ ka. The Lake Malawi (45a) and Levantine speleothem frequency (43a) records once again plot towards the origin of the PC2 axis, and the terrestrial temperature record that is furthest south (13d) at $12^\circ$S plots near the middle of PC2 (Fig. 10). Off the coast of northwest Africa, both a precipitation record at $18^\circ$N (34a) and temperature record at $4^\circ$N (13a) appear to be anti-correlated with trends in both types of records just to the south (Fig. 10). Perhaps $\sim 4^\circ$N is an important climatic boundary over this time period.

$75–30$ ka (Fig. 11, Table 6)

This interval was chosen to investigate possible spatial patterns during a period of dampened insolation variability. This interval also had the highest number of usable datasets (40). For this interval, only one axis was significant (PC1), which explains $39\%$ of the variance, and Northern and Southern Hemisphere insolation no longer shows significant loadings relative to the entire dataset (Fig. 11a). Although the majority of SST records versus terrestrial records are still strongly contrasted along the PC1 axis (with no strong relationship to latitude), they are considerably more scattered than the previous time periods analyzed. The tropical terrestrial precipitation records continue to have values similar to that of $15^\circ$N maximum summer insolation (Fig. 11b), or $15^\circ$S for the Tswaing Crater (33a, 33b), whereas the terrestrial temperature records show little to no spatial correlation pattern in PC1 values (Fig. 11c). As anticipated, there is a decreased effect of insolation maxima on terrestrial records during this interval of dampened eccentricity-modulated precession.

The PCA results support a generally clear separation between SST data and those from terrestrial sources, the latter often associated with maximum insolation. This separation is only apparent during periods of lower insolation variability (e.g., $75–30$ ka). These results suggest that different climate mechanisms are affecting the marine and terrestrial environments in Africa during much of the $150–30$ ka period.

**An evaluation of causal mechanisms**

Throughout the discussion of the SST records, there was a recurring theme: all records seem to follow global MIS boundaries, except where they do not. In other words, circum-Africa SSTs record both the global temperature variability, as well as...
perturbations in that overall signal by local or regional effects such as changing wind zonality and/or upwelling activity. As illustrated in the previous section, terrestrial temperature and precipitation across Africa do not seem to be responding to North Atlantic SST forcing (MIS boundaries, PC1 on Figs. 9–11). This does not imply that SST and other marine data have no useful information for continental climate variability. Rather, those perturbations in the global marine temperature signal may be the key to discrete periods of continental climate variability. In this section, we examine two potential drivers of local or regional climate variability: the changing position of the Westerlies and the ITCZ through time. We consider how these regional variations would be represented in the paleo-record, and whether we see evidence for changes in the location of either the Westerlies or the ITCZ between 150 ka and 30 ka.

Position of the Westerlies

Strengthening or weakening of the Westerlies may help explain moisture variation in the northern and southern extremes of Africa. This strengthening was modeled by Toggweiler and Russell (2008) to occur when there is a significant contrast between temperatures at the equator and at the poles, similar to the modern climate. When the Westerlies are strong, they are pulled closer to the poles.

Figure 11. Principal component (PC) analysis for time interval 75–30 ka. Regional color key applicable to entire figure. A) Ordination plot, only PC1 is significant. Notice how the variation due to insolation appears to be more muted during this time interval whereas the SST variability still shows a coherent trend along the PC1 axis, the only significant axis. B) Spatial distribution of PC1 scores from circum-Africa SST datasets. C) Spatial distribution of PC1 scores from terrestrial precipitation and temperature datasets.
Glacial periods as well (Martinez-Méndez et al., 2008), perhaps movement of the Antarctic Circumpolar Current (ACC) during the Benguela current will be warm (Fig. 12b). From 130 to 115 ka, driver of African climate, then North and South Africa should be wet would therefore indicate weakened Westerlies that cross the western tip of South Africa warm. Colder SSTs in the same region (strengthened, pole-shifted Westerlies). However, Egyptian precipitation records in the north and south indicate dry conditions (such as MIS4) were also wetter (Chase, 2010). Grain size analysis of SSTs in the Benguela region are warm and many paleo-records (37a, 48a, 32a) indicate very wet conditions for this time. In contrast, from 50 to 35 ka when SSTs are cold, northern and southern Africa are wet, again with the exception of the Egyptian records, which are dry (weak, equator shifted Westerlies).

These data suggest the strength and position of the Westerlies likely had a significant impact on regional precipitation patterns throughout the 150–30 ka interval. However, they also demonstrate that eastern North Africa and the Levant are out of phase with the rest of the northern and southern portions of the continent. For the earlier period (130–115 ka), perhaps the pole–ward shift of the Westerlies allowed the SE trade winds to bring moisture from a different source to eastern North Africa (e.g., the Indian Ocean), meanwhile NW Africa remained dry in response to colder North Atlantic SSTs. For the later period (50–35 ka), perhaps the moisture-laden Westerly winds were rained-out crossing the expansive, dry Sahara prior to reaching Egypt and the Levant.

**Influence of ITCZ location**

Changes in the average ITCZ position over extended time periods may explain long-term moisture variation between ~20°N and 15°S over the 150–30 ka time interval. As shown in our PCA, precipitation across tropical Africa fluctuated similarly with changes in tropical insolation, particularly over periods of maximum NH insolation variability and intensity. Monsoons are dynamic systems in two ways: thermal and hydrologic, meaning monsoon systems respond to land/ ocean temperature contrasts, and are also dependent on SSTs, evaporation from oceans, and water vapor transport to land (Kutzbach et al., 2008).
The differential heating of land and ocean near and below the average location of the ITCZ can upset both oceanic and atmospheric dynamics, ultimately affecting the extent and position of tropical monsoons globally. As a consequence of its effect on monsoon systems, the average position of the ITCZ over time may also greatly affect the climate in regions on the extreme edge of the ITCZ range, as small shifts one way or another will have a greater impact there (Brown et al., 2007). For example, during periods of extreme insolation variability, when Asian monsoonal circulation is intensified, the average position of the ITCZ may in fact be further north over those time periods, and consequently areas at the edge of the southern range of the ITCZ may not receive much rainfall at all.

This idea can be tested by comparing the hydrologic record of Lake Malawi (currently at the edge of the southern range of the ITCZ) with Northern Hemisphere tropical insolation. If the Asian monsoon has such an extreme effect on the southern extent of the ITCZ, in years when the Asian monsoon is strong, and the ITCZ is further north, Lake Malawi (and other areas in the extreme southern tropics of Africa) will be drier (Fig. 13a). The reverse is also true. The tropical region will likely be wet during times when the Asian monsoon (and Northern Hemisphere insolation) is weak. It has been observed in climate models that the stronger Asian monsoons occur during times of Northern Hemisphere insolation maxima (or ice volume minima, e.g., interglacials) and vice versa (Clemens et al., 2008). This idea appears to be valid in the tropical region until ~75 ka when the variability, or the range of extreme values, in insolation declines (Fig. 13b). This is exactly what is seen in the PCA of terrestrial precipitation patterns. The majority of the tropical datasets vary in concert with tropical insolation (PC2), until the 75–30 ka analysis. From 75 ka to 30 ka, insolation variability is weakening and there is no clear relationship between insolation and precipitation (Fig. 13c). This weakening may allow other factors to become relatively more significant at this time, and may help explain why some lakes outside the ‘megadrought belt’ stabilize at low levels after 70 ka, whereas lakes Malawi, Tanganyika and Bosumtwi all stabilize at high levels after this time.

**Synthesis: African climate from 150 to 30 ka**

African paleoclimates from 150 to 30 ka are spatially and temporally complex, with variation in the outcome of multiple related processes. We summarize these here before considering their implications for human evolution, determining the degree to which our hypotheses are supported or rejected.

**Hypothesis 1.** Pleistocene African climate change is coincident with North Atlantic glacial/interglacial periods.

Fig. 14 demonstrates that although SSTs do tend to vary with glacial/interglacial cycles and MIS boundaries, this pattern does not hold for much of the African continent over the 150–30 ka interval. There do appear to be instances after 75 ka in three of the four regions (North, tropical, and southern Africa) when terrestrial precipitation and temperature change is coincident with MIS boundaries (cf. Fig. 14, MIS 4 interval).

**Hypothesis 2.** Pleistocene African climate change is coincident with Northern and Southern Hemisphere insolation cycles.

Our PCA results (Figs. 9–11) support this hypothesis, showing that precipitation across tropical Africa fluctuated similarly with changes in tropical insolation. However, more detailed comparison of continuous datasets indicate that this hypothesis is supported only for ~150–75 ka, a period of high Northern Hemisphere insolation variability and intensity, and is not well supported for the ~75–30 ka interval of dampened insolation variability and intensity (see also SOM).

**Hypothesis 3.** Pleistocene African climate change is the result of the complex interaction of a number of factors, including atmospheric dynamics.

Our results support this hypothesis (Figs. 12 and 13). The position of the Westerlies and the ITCZ through time appear to have affected terrestrial climate variability at discrete times, and also may be the underlying cause of region/site specific temperature excursions in circum-Africa SSTs between 150 and 30 ka.

**Hypothesis 4.** Climate change is asynchronous across Africa.

As shown in Fig. 14, there is strong support for this hypothesis for terrestrial climates. This suggests that continental-scale examinations of climate, environment, and human evolution must account for these temporal offsets between regions, with interregional differences in the timing of shifts to humid or arid conditions often on the order of 10 kyr.

**Paleoanthropological implications**

The results of our regional comparisons of paleoanthropological site density and inferred climate for each of the four subregions are summarized in Fig. 15. The results are used to test each of our three hypotheses linking climate change to Pleistocene African hominin demography, followed by suggestions for further testing at similar and finer analytical scales. Overall, there is a general increase in the relative frequency of sites over time in
most regions (Fig. 15). This pattern is consistent with the taphonomic bias modeled by Surovell et al. (2009), in which younger sites are more likely to be found and thus skew inferences of demographic change from these data. As the models of Surovell et al. (2009) extend only to \( \approx 40 \) ka, the extent to which our dataset spanning \( \approx 150–30 \) ka is affected by taphonomic bias is unknown. Examining differences between or within regions for particular time intervals partially offsets this, as there is no evidence at the moment to suggest that the taphonomic bias against site recovery affects one region or area more than another for any given time interval.

**Hypothesis 5a.** The southern African interior (and possibly the coast) was largely depopulated during arid intervals, particularly within the last 60 kyr.

This hypothesis predicts strong evidence for a decrease in site abundance in the 60–30 ka interval. For inland sites, there is no evidence for a decline in site numbers \( \approx 60 \) ka and thus no support
for the hypothesis, with inland site numbers showing a slight increase during this interval (Fig. 15), nor is there support for inland population decline during prior arid intervals. In particular, our data actually suggest relatively humid conditions at coastal and near-coastal sites during MIS 4 (72–60 ka), as also reported by Chase (2010). This is in contrast with earlier models that suggest that Still Bay and Howiesons Poort industries appear during arid or more open conditions previously inferred for MIS 4 in southern Africa (e.g., Ambrose and Lorenz, 1990; McCall, 2007), demonstrating the complex relation between marine isotope stages and terrestrial African climates.

The number of coastal sites in southern Africa does show a decline from ~75–65 ka, followed by a sharp decline consistent with the hypothesis of population decline or regional abandonment (Fig. 15). However, the decline in coastal site numbers is likely due to the seaward movement of the coast during arid/glacial intervals and the loss of these habitation sites and associated rich coastal plain resources during subsequent sea level rise, e.g., during MIS 3 (see Van Andel, 1989; Fisher et al., 2010). Our data provide no support for population declines in southern Africa that cannot be explained as a function of sea level fluctuation.
Hominin populations in the tropical and eastern portions of the continent show relatively muted responses to climate change.

This hypothesis predicts little change in hominin site abundances relative to changes in relative humidity. The data summarized in Fig. 15 support this hypothesis. Despite extreme changes in climate, fluctuations in relative site density in East Africa and tropical Africa are relatively minor. Comparisons between the two regions indicate that East and tropical Africa show inversely related abundances throughout much of the time span considered here, particularly between ~130–60 ka. During much of this interval, when relative site frequency increases in the tropical region, it decreases in East Africa. As noted above, site proportions are calculated independently for each region, such that change in one need not cause a change in the other. Relative site abundances in tropical Africa increase during one period of aridity (~115–90 ka), and in East Africa decline during the comparable interval of humidity (~110–95 ka). As such, the data suggest that the mid-latitudinal portions of the continent may be linked in interesting ways in terms of population and environmental histories during parts of the Late Pleistocene. Neither the patterning in inversely related site abundance between regions nor climatic change within regions holds after ~65 ka.

The scale of our analysis does not permit direct identification of the reasons for little change in the hominin demographic signal for East and tropical Africa. The consequences of absolute changes in long-term water availability may be less dramatic for these regions compared with North or South Africa. For example, following Ambrose (1998), Mercader et al. (2000), Marean and Assefa (2005), and Basell (2008), the periods of increased aridity in these regions may be offset by relatively steep gradients in altitudinal relief and rainfall that may have allowed localized movement to higher, cooler, and wetter altitudes, as well as the expansion of forest populations when the canopy was more open and fragmented.

Although increased aridity is often associated with a decrease in habitat suitability for hominin populations (cf. North Africa discussion above), the opposite may hold true for heavily forested regions such as those found in much of the tropical African region. Tropical rainforests are difficult environments for human foragers, and forest fragmentation increases ecotone extent, potentially making the region more attractive to hominin populations (cf. Ambrose, 2001; Cornelissen, 2002). Our meso-scale results shown in Fig. 15 provide some support for this, with increased site abundances in tropical Africa during shifts to aridity, particularly during the ~115–90 ka interval. This pattern is also supported at the smaller scale of individual archaeological sites. The sites of Katanda (36), dated to 120–60 ka, and Matupi Cave (37), dated to 32–41 ka are both found in what are today ecotones on the margins of heavily forested regions of the Democratic Republic of the Congo. Several lines of evidence suggest that Pleistocene hominin occupation of these sites favored drier intervals when more open grassland habitats occurred in their vicinities. Site Kt9 at Katanda preserves fossils of zebra (Equus cf. E. burchelli) and wildebeest (Connochaetes taurinus), indicative of open savanna grasslands and not found in the area today (Brooks et al., 1995). At Matupi Cave, grass (Gramineae) pollen and spores, isotopic analyses of speleothem, and a fossil fauna that includes ostrich (Struthio camelus) and warthog (Phacochoerus aethiopicus) all suggest a cooler, drier, and more open habitat than at present (Van Noten, 1977; Van Neer, 1989; Brook et al., 1990). These data suggest Stone Age occupation of forest ecotones during drier, more open conditions and emphasize that arid (and conversely humid) intervals may have had different impacts on human populations in each of the four African subregions.

Another consequence of forest fragmentation is the creation of a mosaic of local refugia that were intermittently connected as a result of environmental change. Genetic evidence provides some support that these processes may have led to the accumulation of biological differences in various animal populations, in particular multiple species of bovid (Lorenzen et al., 2010). Among humans, mtDNA, Y-chromosome, and non-coding regions of the human nuclear genome suggest that the ancestors of central African forest (‘pygmy’) hunter-gatherers and ancestors of Bantu-speaking agricultural populations in tropical Africa likely diverged ca. 71 (50–106) ka (Batini et al., 2007, 2011; Quintana-Murci et al., 2008; Patin et al., 2009), with mtDNA evidence suggesting that asymmetric gene flow from pygmy maternal lineages to eventual farming populations was reinitiated sometime after 40 ka and followed by multiple gene flow events involving other African...
populations during the terminal Pleistocene and Holocene. The work of Tishkoff et al. (2009) implies similar complex relationships between the ancestors of various present-day forest hunter-gatherer groups and those of surrounding populations. Offshore terrestrial temperature (12a, 13a–d) and precipitation/aridification records (34b–d) suggest a significant cold period just prior to the suggested divergence interval. Regional precipitation records indicate a significant dry spell just before or concurrent with the beginning of the 73–60 ka divergence interval and a return to humid conditions ≤60 ka (Fig. 15). These results are consistent with models suggesting that forest fragmentation during arid conditions are periods when population fragmentation, isolation, and differentiation are most likely (e.g., Cowling et al., 2008). The archaeological data for this region are sparse and as yet lack the sort of chronological control to offer support for this model (Cornelissen, 2002; Mercader and Martí, 2003), but these results do suggest the power of integrating genetic, demographic, and meso-scale environmental data.

**Hypothesis 5c.** The nature and expanse of the Sahara strongly influenced the population history of northern Africa, with occupation of much of the interior of this region limited to periods of increased humidity when the ‘green Sahara’ was characterized by savanna environments. As a corollary, ‘out of Africa’ hominin dispersals are similarly constrained to these humid intervals. This hypothesis predicts that hominin site density should covary with climate change, with decreased site abundance during periods of increased aridity. This hypothesis is variably supported according to site location along the coast or in the interior (Fig. 15). Coastal sites show a very gradual increase in numbers over time, with little evidence for any linkage between hominin demography and climate change. The absence of a noticeable recent decline in coastal site numbers is likely due to the relatively steep gradient of the northwest African Mediterranean coast relative to that in South Africa; sea level change had a minimal impact on site-to-shore distance in northwest Africa.

Sites in the interior of northern Africa reveal a more complex pattern. Because the Nile River provides a narrow zone of available water in otherwise often dry environments, the Nile Valley sites of Nazlet Khater 4, Nazlet Safaha, and Taramsa 1 are plotted separately on Fig. 15. Among our dataset, radiometrically dated sites from the Nile Valley are first documented at ~100 ka, with a progressive increase through time. This increase may simply reflect taphonomic bias, and further interpretation is hampered by a particularly small sample size.

The remaining sites from the interior of North Africa show a very different pattern, with multiple periods marked by substantial increases or decreases in relative site abundance. Site numbers show a sharp increase ~130–120 ka, reach their maximum ~100–70 ka, and show a sharp decline ~70 ka (Fig. 15). The periods of site increase or maximum density broadly coincide with humid intervals in northern Africa, whereas the rapid decline in site density in the interior from ~70–30 ka starts shortly after the return to arid conditions (Fig. 15). These findings support the ‘green Sahara’ hypothesis of Drake et al. (2011), which suggest the repeated reoccupation of the Sahara by animal communities (including humans) during humid intervals. These data suggest that much of the occupation of the northern African interior by Aterian MSA hominin populations was largely limited to humid intervals when savanna environments may have dominated the region. This is supported by the limited available faunal data from undated Aterian sites from the Sahara, including equids (Equus sp.) and alcelaphine bovids (Alcelaphus buselaphus, reported as Bubalis boselaphus) from the Aterian type-site of Bir-El-Ater in Algeria (Morel, 1974), and more strikingly, cut-marked hippopotamus (Hippopotamus amphibius) remains from Adrar Bous, in the Air Mountains of Niger (Gifford-Gonzalez and Parham, 2008).

Hominin dispersals to Eurasia via northern Africa have also been linked to humid intervals (Osbourne et al., 2008; Drake et al., 2011). From ~30–75 ka, North Africa experienced arid climate regimes. The Sahara expanded 65–50 ka and the demographic data imply abandonment of the interior of North Africa during this time (Fig. 15), suggesting that dispersals from North Africa occurred prior to 75 ka. This finding is at odds with hypotheses that posit a dispersal timing of ca. 60 ka (Mellars, 2006), or a dispersal origin in the South African Howiesons Poort industry at 65–60 ka (Marean, 2010), although a ca. 65–60 ka dispersal could well have occurred from East Africa over the Bab el-Mendeb, as humid conditions dominated the latter region between 80 and 65 ka. The timing of the humid intervals in North Africa...
Conclusions

In this paper, we synthesized African paleoclimate from 150 ka to 30 ka using diverse datasets at a regional scale, testing for coherence with North Atlantic glacial/interglacial phases, Northern and Southern Hemisphere insolation cycles, and the atmospheric dynamics responsible for the observed regional climates. We have examined the temporal and spatial components of paleoenvironmental change across the continent, in order to further investigate the relationship between the varying regional climates and the evidence of human occupation in those regions.

Between 150 and 30 ka, the SSTs from the northern Atlantic and the Mediterranean Sea are consistent with the North Atlantic glacial/interglacial SST pattern observed further north, as are the SSTs recorded in the southern Atlantic. This suggests the importance of high latitude forcing for all Atlantic SSTs off the western coast of Africa. Southern Ocean records close to the African continent also show a strong coherence with North Atlantic SSTs, suggesting that the influence of the North Atlantic extends all the way down the African coast until the Antarctic Circumpolar Current takes over dominance around 49°S latitude. The Indian Ocean records are the least similar to the North Atlantic, suggesting that this region is much more heavily influenced by the East African and Asian monsoons over this time interval. However, it is likely that glacial boundary conditions and insolation intensity together modulate the strength of the monsoons on either side of the continent. This is evident from the ‘SST clusters’ observed in the PCA, which includes all regional SSTs. There is a very tight ‘cluster’ during periods of high insolation variability and strength, and a diffuse, scattered relationship between 75 and 35 ka when insolation variability and strength is low.

North Africa experienced humid conditions beginning between 135 and 130 ka and lasting until 120–115 ka, and again from 100 to 95 ka until 75 ka. Many North African records are also quite variable prior to 75 ka, after which time the climatic variability in the region dampens considerably through 30 ka, suggesting a link between insolation strength and variability and North African climate. There is also evidence suggesting that North African precipitation is affected by the expansion and contraction of the Westerlies, diverting moisture towards the continent when they are weak (equator–ward), and away when they are strong (pole–ward). This is particularly evident between 100 ka and 70 ka.

The East African region was wet ~145–120 ka, ~110–195 ka, ~80–65 ka, and 55–50 ka. These variations were likely caused by or related to the changing influences of the NE and SW monsoon regimes, forced by changes in local insolation at the equator with increasing influence of high latitude/glacial forcing moving away from the equator.

The regional climate from 150 to 30 ka in tropical Africa differs from its neighboring regions primarily due to the presence of a region-wide series of ‘megadroughts’ from ~115–90 ka. Based on the spatial distribution of sites displaying a megadrought signal, it is likely that the southwest extent of the ‘megadrought belt’ lies between ~19°S and 25°S latitude, and ~23°E and 27°E longitude. The northern boundary lies at approximately 18°N from the Atlantic Ocean in the west to ~37°E longitude where the northern boundary shifts to 3°S latitude. The cause of these megadroughts may lie in a northward shift of the ITCZ, resulting from extremely strong Northern Hemisphere insolation and thus intensification of the Asian monsoon. Although there is evidence of insolation-driven control of regional precipitation in tropical Africa (specifically prior to 70 ka), the more recent record (60–30 ka) suggests that Indian Ocean SSTs also control precipitation in tropical Africa; i.e., the oceanic teleconnections to tropical Africa precipitation patterns are more evident when not swamped by a strong insolation signal. This SST-regional precipitation relationship is also observed in modern data.

The climate in the Southern African region differs from north to south. The northern boundary of this region exhibits a modified/punctuated ‘megadrought’ signal, whereas the rest of the region does not. There is a clear eccentricity-modulated precessional cyclicity to the wet/dry climate of southern Africa, although no clear trend toward increasing or decreasing humidity through the time interval of interest. As in North Africa, there is evidence that regional precipitation in South Africa is affected by the expansion and contraction of the Westerlies between 100 and 70 ka.

Four sub-intervals of time were further analyzed for temporal trends in the data using a PCA: 150–100 ka, 140–30 ka, 115–30 ka, and 75–30 ka. The analyses suggest that North Atlantic SSTs are a consistent determinant of variability through the entire time interval. This is evident especially in the earlier three sub-intervals when the majority of SST records surrounding the continent plot in a tight ‘cluster’ particularly along the main axis of variability. However, even in the latter sub-interval the majority of SST datasets are loosely correlated with one another and none are anti-correlated. It is evident that variability in terrestrial climate from 150 to 30 ka is strongly correlated with the local hemisphere insolation maxima, except during periods of time when insolation variability and intensity is negligible (e.g., 75–30 ka), at which times other factors, such as regional SSTs can become dominant drivers of climate variability at 1–10 kyr time scales.

This climate synthesis provides a framework to test hypotheses regarding regional climate influences on the demographic structure of African hominins from ~150–30 ka. A dataset of 64 sites demonstrates multiple temporal changes in the frequency of sites relative to climate change for the each of the North, East, tropical, and southern African regions. Southern African sites do not show any decline in relative frequency that is not explicable by changes in sea level, which is inconsistent with hypotheses that suggest periodic depopulation of that region within the last 60 kyr.

The degree of temporal change in site density in East and tropical Africa is low compared with North and southern Africa, and consistent with hypotheses that steep altitudinal gradients or other local changes in environment may have buffered populations in these regions from the extremes of climate change. East and tropical Africa also show inversely related abundances throughout most of the time span considered here, particularly between ~130–60 ka. This suggests that the history of early populations of H. sapiens in the generally wetter mid-latitude portions of the continent may be linked in different ways than at the more arid north and south ends of the continent. During arid intervals...
between ~120–80 ka, relative site abundances in tropical Africa increase, whereas those of eastern Africa decrease, perhaps tracking the local effects of forest fragmentation and grassland expansion. Processes of forest fragmentation and grassland expansion may also explain population isolation and contact suggested by genetic data from the region, which indicate a complex intertwining of climate and human population movement between these two interior continental regions.

Site densities in the interior of northern Africa record changes that appear to track climatic changes, with relative increases during humid intervals and declines with shifts to aridity, consistent with hypotheses linking human occupation of the Sahara to wetter conditions when the region supported a number of lakes and savanna habitats. Fig. 16 summarizes contrasting paleoenvironmental syntheses for two humid time intervals during which hominin populations may have dispersed out of Africa through either northern Africa (Osbourne et al., 2008; Drake et al., 2011) or via the Horn of Africa (Armitage et al., 2011). Fig. 16 serves to further emphasize synchronous climate variability across Africa for a given time interval, as well as the complex relationship between changes in terrestrial and oceanic conditions.

Our comparisons are constrained by the ~10 kyr resolution of our dataset, but our results demonstrate the following: (1) There is often a poor fit between the timing and nature of environmental change on continental Africa and oceanic records; (2) the timing of relative changes in moisture availability varied with latitude, such that different climate regimes characterized different regions of Africa at any given time; and (3) coarse measures of Pleistocene hominin demographic change can be used to test hypotheses that relate human population history to climate change. We look forward to exploring new avenues of research into demography/climate change connections in Africa at the local to regional scale as the density of the archaeological record improves, measures of population diversification are refined, and age estimates for archaeological and fossil sites as well as intervals of genetic changes are increasingly resolved.
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